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Abstract

In today’s age where financial indicators are worth their weight in gold, 
we are experimenting with legacy data in the form of bitcoin and 
personal loan data as well as tweets involving publicly-traded 
companies to test and understand their impact on the market prices of 
stocks and their level of interdependence with each other 

Platforms: Google Dataproc, Zeppelin
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Motivation

● Who are the users of this analytic? Hedge Funds, Portfolio Managers, Equity Researchers

● Who will benefit from this analytic? Anyone enthusiastic about capital markets and curious 
to know which factors can actually significantly move markets

● Why is this analytic important? Those familiar with finance would be vaguely aware of the 
factors that could potentially affect market prices but might not be aware of their magnitude 
and direction and hence assigning estimate numerical values to this solidifies our 
understanding of the impact
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Goodness

What steps were taken to assess the ‘goodness’ of the analytic?

● Our data sources were spread across different time intervals so we ensured to 
perform our analysis and derived insights over a time interval common across 
datasets (2015-2018).

● We did correlation of stock prices and bitcoin prices and noticed that there was 
a strong correlation with ETF’s that had BTC in their portfolio.
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Data Sources

Dataset Name Description Size 
(MB)

Stock Market Nasdaq and NYSE – 2012 - 2018 (on day basis) 809.2

Twitter Tweets Tweets – 2015 - 2020 772.34

Bitcoin Market Cryptocurrencies – 2012 - 2018 (on minute basis) 348.52

Personal Loans Loan applications – Source: Investors – 2007-2018 648.05
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Data Sample - Stock Market

root
 |-- date: date (nullable = true)
 |-- stockName: string (nullable = true)
 |-- open: double (nullable = true)
 |-- close: double (nullable = true)
 |-- low: double (nullable = true)
 |-- high: double (nullable = true)
 |-- volume: double (nullable = true)
 |-- Symbol: string (nullable = true)
 |-- Name: string (nullable = true)
 |-- Country: string (nullable = true)
 |-- Sector: string (nullable = true)
 |-- Industry: string (nullable = true)
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Data Sample - Twitter Tweets
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Data Sample - Bitcoin Market
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Data Sample - Personal Loans

Dataset Name Rows Columns Size

accepted 2007 to 
2018-Q4.csv.gz

2,260,701 151 392.6 MB

rejected 2007 to 
2018-Q4.csv.gz 

27,648,741 9 255.5 MB
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Design Diagram
● Analyze Effect of Tweets on:

○ Bitcoin
○ Stock Market

● Analyze Effect of Stock Market on:
○ Bitcoin

● Analyze Effect of general market trend 
(Stock + Bitcoin) on:
○ Rejection of personal loans

● MLLib – LR models for predicting stocks

● Graphx – shock propagation between 
companies across sectors.
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Code Challenge - Processing Tweets
import org.apache.spark.ml.feature.Tokenizer

val cleanDF = adjustedDateDF.withColumn("clean_body", 
  regexp_replace(col("body"), "(@\\w+|http\\S+|[^a-zA-Z\\s$])", ""))
  
val tokenizer = new Tokenizer().setInputCol("clean_body").setOutputCol("words")

val tokenizedDF = tokenizer.transform(cleanDF)

val normalizedDF = tokenizedDF.withColumn("words",
  expr("transform(words, word -> lower(word))")
)

z.show(normalizedDF)

import org.apache.spark.ml.feature.StopWordsRemover

val remover = new StopWordsRemover().setInputCol("words").setOutputCol("filtered_words")

val filteredDF = remover.transform(tokenizedDF)

z.show(filteredDF)
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Code Challenge - Lexicon Based Sentiment 
Score

val broadcastAfinnDF = broadcast(afinnDF)

val enrichedDF = convertedDF
  .join(
    afinnDF.withColumnRenamed("score", "afinn_score"), 
    convertedDF("clean_words") === afinnDF("word"), 
    "left_outer"
  )
  .na.fill(0, Seq("afinn_score")) // Fill null scores with 0
  
z.show(enrichedDF)
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Code Challenge - Sector Shock Propogation
val resultGraph = graph.pregel(Seq[Double](), 
maxIterations)(

  // Update Vertex:
  (id, oldValue, newMessages) => {
    val updatedValues = oldValue.map { case (sector, 
avgReturn, avgLag1, avgLag2) =>
      val updatedAvgReturn: Double = 
newMessages.sum.toDouble / newMessages.size.toDouble
      (sector, updatedAvgReturn, avgLag1, avgLag2)
    }
    updatedValues
  },

  // Send Message
  triplet => {
    val messages = triplet.srcAttr.map { case (_, 
avgReturn, avgLag1, _) =>
      val (ce1, ce2, b) = triplet.attr
      avgReturn * ce1 + avgLag1 * ce2 + b
    }

    Iterator((triplet.dstId, messages))
  },

  // Merge Messages
  (msg1, msg2) => msg1 ++ msg2
)
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Code Challenge - Moving Average and 
Correlation Analysis
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Results

BTC 
vs 

Stocks

Most 
correlated 

stocks

BTC 
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Twitter
Sentiment
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Results

The graph on the left is correlation between volume 
traded vs the number of tweets for each stock. This 
graph shows the top 50 correlation stocks. 

The graph on the right  is correlation between next 
day return vs the negative sentiment on twitter for 
each stock. This graph shows the top 50 correlation 
stocks. 
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Results
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Other Experiments

● Linear Regression Models to predict stock based on Returns and Volume.

● GraphX to predict the Ripple Effect of a sector affecting across multiple 
sectors.

● Analyze the datasets separately.
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Obstacles

● LR models are not ideal for time-series data.
○ Spark Scala ML – no support for time series models (ARIMA).
○ Spark time-series – Deprecated, Open source library

● Limited Correlation statistics.
○ Spark Scala Stats – does not provide hypothesis tests like Granger 

causality and models like VAR.

● Multiple plots (line + scatter) – difficult to build this visualization using 
Zeppelin.

https://spark.apache.org/docs/latest/ml-classification-regression.html
https://github.com/sryza/spark-timeseries
https://spark.apache.org/docs/latest/api/scala/org/apache/spark/mllib/stat/Statistics$.html
https://en.wikipedia.org/wiki/Granger_causality
https://en.wikipedia.org/wiki/Granger_causality
https://en.wikipedia.org/wiki/Vector_autoregressionhttps://en.wikipedia.org/wiki/Vector_autoregression
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Thank You


